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 My  goal  is  to  make  digital  technology  safe  and  affirming  for  everyone.  To  do  this,  I  work  at  the  intersection  of 
 human-computer  interaction  (HCI)  and  computer  security  and  privacy  (S&P)  to  measure  and  mitigate  digital  technologies’ 
 role  in  harm:  how  platforms,  devices,  and  algorithms  are  increasingly  weaponized  to  control  and  harass  the  most  vulnerable 
 among  us.  I  focus  on  high-stakes  and  real-world  contexts  where  technology  is  central  to  people’s  experiences  of  vulnerability, 
 and where power dynamics make it difficult for individuals to overcome the harms they face. 

 My  research  approach  combines  methods  from  multiple  disciplines,  spanning  mixed-methods  studies  of  large-scale 
 observational  data  like  social  media  and  clinical  records  [5,17,31]  ,  community-partnered  design  research  [1,20,30,33]  ,  and 
 system-building  and  evaluation  [32,34,35]  .  First,  to  understand  the  role  of  technology  in  harm,  I  partner  with  affected 
 communities  to  map  the  social  and  technical  ecosystems  around  the  vulnerabilities  they  experience.  Conscious  of  the  power 
 dynamics  in  these  settings,  I  develop  creative  and  rigorous  approaches  to  measurement  ,  including  systems  for  ethical  data 
 analysis  at  scale,  and  design  provocations  that  enable  safe  exploration  of  how  technologies  might  upend  social  structures. 
 Then,  towards  mitigating  these  harms,  I  create  principled  frameworks  for  how  to  improve  technology’s  impact  in  these 
 contexts,  grounded  in  tenets  of  social  responsibility  (e.g.,  feminist  ethics,  trauma-informed  care,  participation).  I  use  these 
 frameworks  to  build  systems  that  positively  impact  safety  and  well-being  for  affected  communities,  and  evaluate  their 
 utility  in  real-world  deployments.  Through  this  practice,  I  develop  transferable  design  principles  for  how  to  center  equity 
 and responsibility in digital technology, via real-world impact. In my PhD, I have applied this approach to investigate: 

 1.  Interpersonal  abuse  in  intimate  partner  violence  (IPV).  Digital  technologies  have  created  new  avenues  for 
 targeted  and  persistent  abuse  from  an  intimate  partner.  I  pioneered  the  delivery  of  S&P  assistance  to  survivors  of 
 IPV, resulting in the real-world deployment of a clinic that has helped 500+ survivors since 2020  [3,9,29,30,33]  . 

 2.  Structural  exploitation  in  workplace  technologies.  In  the  age  of  distributed  work,  platforms,  devices,  and 
 algorithms  structure  labor  in  ways  that  can  improve  conditions  for  some  at  the  expense  of  others.  With  frontline 
 health workers, I designed systems to ensure workplace technologies center workers’ well-being  [1,18,19,26,31]  . 

 3.  Research-related  harm.  Successful  interventions  require  understanding  highly  personal  experiences  of  harm;  but 
 gathering  such  knowledge  can  itself  cause  harm.  I  have  created  scientific  infrastructure  for  safer  research  with 
 affected communities, by balancing individual and collective decision-making in data stewardship  [4,6,28,32]  . 

 I  publish  at  top-tier  venues  in  HCI  and  S&P,  including  CHI  and  CSCW,  USENIX  Security,  and  IEEE  Security  and  Privacy 
 (Oakland).  My  work  has  also  appeared  at  the  highly  selective  Privacy  Law  Scholars  Conference  (PLSC).  Across  18 
 publications,  7  first-authored,  I  have  earned  three  Best  Paper  Awards  (top  1%)  ,  one  Honorable  Mention  (top  5%),  and  third 
 place  in  the  2020  Internet  Defense  Prize,  as  well  as  competitive  fellowships  from  Microsoft  Research,  Cornell,  and  Rising 
 Stars  in  EECS.  In  addition  to  advancing  scientific  progress,  my  research  has  created  real-world  impact  in  industry  and  policy. 
 I  am  working  with  Google  to  translate  my  research  into  internal  trainings  for  engineers,  and  I  worked  with  community  health 
 organizations  to  study  their  security  needs  in  a  6-month  internship  at  Microsoft  Research.  I  also  consulted  on  U.S.  Senate 
 legislation creating protections for IPV survivors, resulting in the Safe Connections Act, signed into law in 2022.  1 

 Protecting IPV survivors by reimagining security & privacy as care infrastructure 

 In  my  PhD,  I  deeply  engaged  with  how  to  measure  and  mitigate  one  particularly  high-stakes  form  of  harm:  technology’s  role 
 in  intimate  partner  violence  (IPV).  Affecting  1  in  3  women,  1  in  4  men,  and  1  in  2  transgender  or  non-binary  people  in  the 
 U.S.  [26],  IPV  encompasses  many  forms  of  mistreatment—including  physical  and  emotional  abuse,  stalking,  and 
 harassment—levied  against  a  victim  by  a  current  or  former  intimate  partner.  Digital  technologies  have  worsened  IPV’s 
 prevalence  and  severity,  by  creating  more  and  more  avenues  for  abuse.  Smartphones  and  social  networks  leak  location 
 information  to  stalkers;  spyware  is  easily  found  online;  and  attackers  with  an  intimate  partner’s  level  of  access  and 
 knowledge  can  easily  bypass  authentication.  Intervening  in  IPV  thus  requires  computer  security  and  privacy  (S&P)  to  revamp 
 its  canonical  approaches  to  mitigating  digital  threats.  To  help  survivors,  who  are  already  managing  the  traumatic  effects  of 
 abuse,  we  need  a  sociotechnical  approach  that  does  not  add  to  their  burdens.  Towards  this  vision,  I  have  contributed  (1)  a 
 measurement pipeline for understanding abusers  [3,29]  ;  and (2) a direct intervention assisting survivors  [9,30,33]  . 

 Investigating  abusive  tactics  by  leveraging  social  media.  S&P  requires  knowledge  of  an  attacker’s  goals  and  capabilities  to 
 improve  a  system’s  robustness  to  attack.  In  IPV,  such  knowledge  is  difficult  to  obtain:  People  who  abuse  are  unlikely  to 
 respond  to  interviews  or  surveys.  However,  when  they  seek  resources  or  community,  they  turn  to  the  anonymity  offered  by 

 1  Safe Connections Act of 2022  and accompanying  FCC  Report and Order  in October 2023 implementing the  law. 
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 the  Internet.  I  thus  built  a  measurement  pipeline  crawling  and  analyzing  social  media  to  understand  abusers:  the 
 capabilities  they  seek,  the  vulnerabilities  they  exploit,  and  how  they  are  enabled  by  online  communities.  I  built  a  novel 
 dataset  of  200k  posts  from  five  public  forums  where  people  in  relationships  seek  advice  on  how  to  surveil  their  partners. 
 Through  an  in-depth  content  analysis,  I  showed  these  forums  provide  potential  abusers  with  detailed  knowledge  of  tools  for 
 digital  surveillance,  and  escalate  the  severity  of  attacks  [5,31]  .  This  work  earned  a  Distinguished  Paper  Award  (top  1%)  at 
 USENIX  Security  (a  top  S&P  venue)  and  3rd  place  in  the  2020  Internet  Defense  Prize  ($40k),  as  well  as  a  Best  Paper  Award 
 (top  1%)  at  ACM  CSCW  (a  top  social  computing  venue).  I  presented  this  work  to  practitioners  at  Facebook  and  Google;  and 
 S&P scholars have used my approach to study hard-to-reach adversaries in deepfakes  [29]  and smart homes  [15]  . 

 Directly  assisting  survivors  via  care  infrastructure.  My  work  on  abusers’  tactics  underscored  the  need  for  sociotechnical 
 approaches  to  handle  the  complexity  of  today’s  security  and  privacy  problems.  Where  S&P  traditionally  centers  on  assuring 
 the  confidentiality,  integrity  and  availability  of  systems  ,  we  now  need  to  attend  to  the  holistic  needs  of  the  people  facing 
 targeted  attacks.  To  bridge  these  traditions,  I  proposed  an  approach  called  care  infrastructure  [33]  .  Inspired  by  the  feminist 
 ethic  of  care  and  the  science  studies  notion  of  infrastructure,  care  infrastructure  calls  for  S&P  to  create  systems  oriented 
 towards ongoing relations of care between survivors and S&P experts: a new terrain for how to mitigate digital insecurity. 

 I  tested  the  ideas  behind  care  infrastructure  in  a  multi-year  collaboration  with  the  Clinic  to  End  Tech  Abuse 
 (CETA)  2  ,  which  provides  IPV  survivors  with  personalized  1:1  security  and  privacy  assistance  from  volunteer  S&P  experts 
 (“consultants”)  trained  in  the  specific  threat  model  of  IPV.  Since  2018,  I  have  worked  as  a  researcher-practitioner  at  CETA, 
 where  I  personally  consult  survivors  with  high-risk  needs.  At  CETA,  I  have  created  new  approaches  to  security  that  have 
 helped  500+  survivors  since  2020  .  For  example,  at  the  height  of  the  COVID-19  pandemic  in  2020,  I  investigated  the  safety 
 challenges  of  helping  survivors  who  might  be  locked  down  with  their  abuser  [30]  .  At  the  time,  CETA  paired  survivors  with 
 consultants  for  one-time,  one-hour  consultations,  held  via  synchronous  audio  or  video  calls.  But  this  model  meant  consultants 
 struggled to fully investigate survivors’ complex social and technical vulnerabilities. 

 I  hypothesized  that  if  we  redesigned  CETA’s  service  towards  care  infrastructure,  we  could  better  support  survivors.  I 
 thus  designed  and  implemented  a  new  care  model  that  emphasizes  long-term  connection  between  survivors  and  consultants: 
 aligning  S&P  assistance  more  towards  the  role  of  a  family  doctor  than  tech  support.  I  implemented  a  secure  case  record 
 system,  and  a  referral  system  matching  survivors  to  consultants  with  specific  expertise.  In  an  8-month  deployment,  I  found 
 the  new  system  was  able  to  reach  survivors  with  higher-risk  concerns;  route  survivors  to  specialized  assistance;  and  increase 
 survivors’  confidence  in  managing  their  digital  privacy.  However,  delivering  S&P  as  care  also  imposed  new  burdens  on 
 consultants:  the  need  to  negotiate  boundaries  with  survivors,  who  expected  them  to  be  “always  on”;  the  need  to  assure  safety 
 for  survivors;  and  the  need  for  methods  to  evaluate  the  success  of  their  work.  These  new  burdens,  I  argue,  open  a  fruitful  new 
 S&P subfield, on how technology enacting the ethic of care can help achieve holistic digital security. 

 The  care  model  I  developed  is  still  in  use  by  CETA  today.  Survivors  come  away  from  CETA  more  informed 
 about  technology,  and  in  many  cases,  their  digital  security  is  improved  via  removal  of  spyware  or  account  compromise. 
 Awarded  a  Best  Paper  (top  1%)  at  ACM  CHI  2022,  this  work  has  already  been  influential  in  the  field:  the  notion  of  care 
 infrastructure  has  been  used  to  consider  emerging  S&P  issues  from  educational  tech  [34]  to  everyday  security  practices  in 
 Lebanon  [17]  . I was also invited to share this work  at Google Trust and Safety, and at the Grace Hopper Celebration. 

 Protecting frontline workers from structural harm in workplace technologies 

 Beyond  enabling  interpersonal  abuse,  technology  can  also  create  structural  harms  in  organizational  contexts.  Data-driven 
 technologies  scaffold  and  distribute  labor,  and  thus  determine  which  workers  benefit  from  gains  in  efficiency,  and  which  are 
 burdened  or  exploited.  I  explored  tech-mediated  harm  with  frontline  health  workers:  skilled  caregivers  like  doctors,  nurses, 
 and  home  health  aides.  Frontline  health  is  fundamentally  collaborative  and  empathetic—but  also  increasingly  mediated 
 through  workplace  platforms,  and  thus  routinized,  stratified,  and  isolated.  With  several  groups  of  workers,  I  designed  tools 
 for decision support and productivity in distributed care [20,21,28,33] and personal sensing for workplace well-being [1]. 

 Designing  equitable  tools  for  distributed  care  work.  When  workers  are  geographically  and  temporally  scattered,  managers 
 need  transparency  into  workers’  productivity,  and  workers  need  support  and  recognition.  Systems  for  time-tracking  and 
 real-time  decision  support  could  help  make  this  work  fairer  and  more  equitable,  but  must  be  designed  to  preserve  workers’ 
 autonomy.  With  1199SEIU,  the  largest  healthcare  workers’  union  in  the  U.S.,  I  explored  how  to  design  such  systems  with 
 home  health  aides:  formal  caregivers  who  provide  vital  assistance  to  patients  in  their  homes.  Via  several  studies,  I  found 
 aides’  current  tools  serve  to  monitor  their  labor  for  insurance  reimbursement,  rather  than  streamlining  their  workflows, 
 addressing  their  isolation,  or  accounting  for  their  invisible  work  [20,21,33].  These  inequities  have  created  a  labor  crisis  with 
 grave  social  consequences:  1  in  2  workers  leave  the  profession  each  year,  even  as  more  and  more  older  adults  seek  aides  to 
 help them age in place. The field is projected to add 1.2 million openings over the next decade [2]. 

 2  Clinic to End Tech Abuse  . CETA is a nonprofit that  works with the NYC Mayor’s Office to End Domestic and Gender-Based Violence. 
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 I  thus  worked  with  the  union  to  develop  tools  for  secure  communication,  decision  support,  and  productivity  tools 

 designed  for  aides’  needs  [33].  We  found  that  intervening  in  distributed  workplace  dynamics  requires  attending  to  the 
 conflict  inherent  to  redistributing  effort  among  a  team.  Both  aides  and  their  supervisors  agreed  that  aides  should  be  able  to 
 more  easily  reach  their  peers  and  supervisors,  and  receive  credit  for  all  their  work.  However,  both  parties  also  felt  such  tools 
 could  create  new  burdens,  e.g.,  adding  documentation  to  aides’  day-to-day,  or  requiring  supervisors  to  be  “always-on”.  As  a 
 way  forward,  we  propose  technologists  use  design  methods  to  concretize  fairer  workplace  futures  in  near-term  goals,  as  a 
 way  to  elicit  feedback  from  all  stakeholders  on  how  workplace  technologies  might  fairly  redistribute  burden.  Published  at 
 ACM  CHI  2020  [32]  ,  this  work  laid  the  foundation  for  other  HCI  scholars  to  build  interventions  with  aides  [3,21–23]  , 
 hospitality  workers  [26]  ,  and  workforce  development  professionals  [6]  .  My  work  was  also  cited  in  federal  policy  by  the  U.S. 
 Centers for Medicare and Medicaid Services (CMS).  3 

 Designing  workplace  well-being  technologies.  Re-distributing  burden  is  not  the  only  way  workplace  technologies  can 
 intervene  in  harm:  technological  interventions  can  also  explicitly  safeguard  workers’  well-being.  The  HCI  subfield  called 
 Quantified  Workplace  has  explored  how  data  from  personal  devices  (“personal  sensing”)  can  measure  and  mitigate  workers’ 
 stress.  With  Northwell  Health,  a  hospital  system  in  New  York  City,  I  examined  the  promise  and  peril  of  personal  sensing  for 
 mitigating  burnout  in  medical  residents:  doctors-in-training  who  provide  vital  labor  while  working  unpredictable  and  poorly 
 paid  shifts  that  can  exceed  16  hours  at  a  time.  My  study  explored  how  measurements  of  residents’  behavior  and  stress  could 
 be  surfaced  to  their  supervisors.  In  interviews  with  residents  and  supervising  physicians,  participants  reflected  on  dashboards 
 depicting real-time data on residents’ sleep, physical activity, and productivity, alongside self-reports of residents’ burnout. 

 We  found  residents  see  potential  for  personal  sensing  in  self-management  of  their  workplace  well-being,  and  are 
 especially  open  to  aggregating  sensed  data  to  inform  workplace-wide  change.  However,  such  programs  will  require 
 addressing  fundamental  issues  around  the  privacy  of  employees  and  the  validity  of  measuring  stress  from  personal  sensing,  as 
 well  as  how  to  ensure  supervisors  are  held  accountable  to  improving  workplace  conditions:  a  rich  terrain  for  further  research. 
 Published  at  ACM  CSCW  2022  [1]  ,  this  work  has  already  informed  studies  on  workplace  well-being  for  software  engineers 
 at  technology  firms  [7,11,35]  ,  and  how  ubiquitous  computing  scholars  consider  the  harms  of  productivity  tools  [8]  .  I  was  also 
 invited to share this work with health policymakers and innovation leaders at the 2023 Behavioral Health Next Summit.  4 

 Creating scientific infrastructure for safe and consentful research on tech-mediated harms 
 The  tools,  workflows,  principles  and  practices  of  research—our  scientific  infrastructure—deeply  influence  how  we  intervene 
 in  tech-mediated  harms.  To  build  appropriate  interventions,  researchers  must  engage  with  graphic  and  highly  sensitive  human 
 experiences  (e.g.,  accounts  of  IPV  or  workplace  discrimination).  But  doing  so  takes  a  toll  on  researchers  and  participants.  I 
 thus built a line of research on frameworks  [5,7]  and tools  [29,33]  for safer digital-age research on  technology’s role in harm. 

 Guiding  frameworks  for  researchers.  With  collaborators,  I  developed  two  frameworks  to  guide  research  on  tech-mediated 
 harm.  The  first,  “Safer  Digital  Safety  Research  Involving  At-Risk  Users”  [6],  provides  guidance  for  the  burgeoning  research 
 community  investigating  digital  safety  for  people  at  higher  risk  of  targeted  attacks  (“at-risk  users”).  The  number  of  papers  on 
 at-risk  users  at  venues  in  HCI  and  S&P  is  steadily  growing;  but  to-date,  there  has  been  little  standard  guidance  on  how  to  do 
 this  research  in  ways  that  minimize  harm  to  participants  and  researchers  alike.  To  fill  this  methodological  gap,  we  conducted 
 a  systematization  of  knowledge  (SoK)  reviewing  196  recent  papers  in  HCI  and  S&P  and  gathering  oral  histories  from  12 
 expert  researchers  to  arrive  at  6  strategies  for  safer  research,  from  planning  and  execution  to  publication.  This  work  will 
 appear at a top S&P venue, IEEE Symposium on Security and Privacy (Oakland), in 2024. 

 The  second  framework,  “Trauma-Informed  Computing”  (TIC),  describes  how  engineers  and  computer  scientists  can 
 attend  to  the  impact  of  trauma  in  technology  [6]  .  Defined  as  the  experience  and  aftermath  of  a  distressing  event  (e.g., 
 violence,  illness,  disaster),  trauma  affects  >70%  of  people  worldwide  [12]  .  In  our  paper,  we  first  used  trauma  as  an 
 explanatory  lens,  via  vignettes  on  the  tech-mediated  harms  faced  by  IPV  survivors,  victims  of  identity  theft,  and  transgender 
 people.  We  then  used  trauma  as  a  generative  lens:  a  guidance  for  how  to  create  technologies  that  minimize  trauma’s  impact, 
 and  avoid  re-traumatization.  We  discuss  how  to  adapt  principles  of  trauma-informed  care  into  all  levels  of  computing:  design, 
 development,  deployment,  maintenance  and  support.  This  work  appeared  at  ACM  CHI  2022,  and  has  already  been  taken  up 
 to consider social media  [23]  , digital mental health  [16]  , algorithmic welfare systems  [24]  , and more. 

 Tools  and  techniques  for  safer  research.  As  research  on  tech-mediated  harm  grows  across  computing,  more  and  more 
 researchers  will  be  engaged  in  high-stakes  and  emotionally  demanding  studies.  To  concretely  enact  the  frameworks  and 
 guidance  provided  for  this  growing  community  of  researchers,  I  have  designed  and  built  systems  for  collecting  and  analyzing 
 data about tech-mediated harms, and evaluated their use with researchers and data subjects. 

 4  Behavioral Health Next Summit  , headlined by Patrick  J. Kennedy, former U.S. Representative; NYC Health Commissioner Dr. Ashwin 
 Vasan; and former World Bank president Dr. Jim Yong Kim. 

 3  86 FR 61555  , a federal rule to establish COVID–19  vaccination requirements for healthcare workers. 
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 I  focused  first  on  data  stewardship:  the  principles  and  practices  of  collecting  and  using  data.  Due  to  widespread 

 availability  of  storage  and  compute,  researchers  increasingly  look  to  amass  observational  datasets  on  social  phenomena,  like 
 clinical  records  or  archives  of  social  media,  and  make  them  available  to  other  researchers  for  secondary  use.  I  myself  used 
 these  methods  to  study  abusers’  surveillance  tactics  [3,29]  ,  IPV  survivors’  experiences  of  abuse  [9,30,33]  ,  and  healthcare 
 workers’  well-being  during  COVID-19  [15]  .  The  drive  towards  big  data  enables  more  research  at  greater  scale,  but  requires 
 reimagination of fundamentals of research ethics, like consent, anonymity, and confidentiality. 

 I  thus  led  a  study  using  theories  of  participation  to  redesign  systems  for  data  stewardship,  to  better  involve  IPV 
 survivors  in  digital-safety  research  [28]  .  I  developed  a  new  heuristic  framework  for  community  participation  in  data 
 stewardship  that  emphasizes  equitable  division  of  burden  and  benefit  between  researchers  and  participants.  Using  this 
 framework,  I  explored  how  to  handle  clinical  records  of  digital-safety  consultations:  a  dataset  that  could  form  a  rich  evidence 
 base  on  survivors’  security  needs,  if  handled  in  appropriate  and  participatory  ways.  I  developed  a  technique  for  eliciting 
 participants’  data  sharing  preferences  ,  and  deployed  it  in  a  field  study  with  IPV  survivors  and  their  caseworkers  at  CETA. 
 My  findings  show  survivors  and  case  workers  want  this  data  to  be  used  to  combat  IPV,  but  differ  widely  in  who  they  want  to 
 see  this  information,  and  for  what  purpose.  Survivors  in  particular  want  assistance  from  a  trusted  steward  to  manage  their 
 records. To appear at ACM CSCW 2024, this work has already informed CETA’s revision of its consent procedure. 

 I  then  focused  on  reimagining  how  we  analyze  collected  data.  Researchers  seeking  to  understand  experiences  of 
 tech-enabled  harm  typically  use  qualitative  analysis  to  gain  empathetic  insight  into  human  experience.  But  close  study  of 
 disturbing  content  can  cause  secondary  traumatic  stress  and  re-traumatization  in  the  researcher.  I  therefore  designed  and  built 
 TIQA  [32]  ,  a  system  for  T  rauma-  I  nformed  Q  ualitative  A  nalysis  that  enables  an  analyst  to  (1)  leverage  large  language 
 models  (LLMs)  towards  personalizable  content  warnings;  and  (2)  track  their  exposure  to  personally  traumatic 
 concepts.  To  explore  TIQA’s  utility,  I  built  a  functional  prototype  and  tested  it  with  12  researchers  who  conduct  empirical 
 studies  of  IPV  and  online  hate  and  harassment.  My  findings  illuminate  a  broad  design  space  around  tools  for  managing 
 traumatic  exposure—and  an  equally  broad  space  around  how  the  high-level  principles  of  trauma-informed  computing  can  be 
 realized in the low-level decision-making required to build software. This work is currently under review. 

 Future Research Agenda 
 Tech-mediated  harms  will  impact  more  people,  in  more  devastating  ways,  as  digital  technology  expands  its  societal  influence. 
 To  reap  the  benefits  of  computing  without  exacerbating  harm  for  society’s  most  vulnerable,  we  need  rigorous  and 
 power-conscious study of how to measure and mitigate these harms. In the next five years, I envision this agenda to include: 

 Measuring  and  mitigating  traumatic  exposure  across  modalities.  My  work  with  TIQA  showed  there  is  an  appetite  for 
 systems  that  can  help  the  growing  community  of  researchers  studying  tech-mediated  harm  with  managing  our  well-being.  To 
 do  this  in  standard  scientific  infrastructure,  we  need  to  address  technical  and  design  challenges  in  robust  measurement  and 
 mitigation  of  traumatic  exposure  across  data  types.  How  can  we  operationalize  personalizable  content  warnings  in  not  only 
 text  (as  I  have  done  in  TIQA),  but  also  in  images,  audio,  and  video?  One  idea  might  be  to  use  transfer  learning  to  produce 
 multimodal  embeddings  of  a  user’s  personally  traumatic  concepts,  but  this  approach  would  still  require  the  user  to  be  exposed 
 to  traumatic  content  in  the  course  of  validation.  We  therefore  need  to  understand  how  to  evaluate  measures  of  traumatic 
 exposure,  in  ways  that  still  minimize  the  user’s  exposure  to  the  content  they  are  trying  to  filter  out.  From  this  basis,  we  can 
 explore  mitigation:  how  can  personalized  ML-driven  measurements  of  traumatic  exposure  be  used  to  minimize  researchers’ 
 stress  reactions?  I  plan  to  answer  these  questions  through  iterative  system-building  and  evaluation.  Already,  I  have  partnered 
 with a group of researchers to implement TIQA in their practices, and build community around TIQA as an open-source tool. 

 Safety  and  participation  in  data-centric  machine  learning  (ML)  .  I  am  also  interested  in  bringing  lessons  from  my  work  on 
 digital  safety  to  the  growing  community  in  responsible  ML.  Increasingly,  ML  is  best  understood  as  a  sociotechnical  apparatus 
 of  mass  data  collection  and  reuse,  where  the  quality  of  the  data  and  feedback  used  to  train  a  system  is  as  important  as  the 
 modeling  and  engineering  (“data-centric  ML”).  In  high-risk  areas  like  content  moderation,  fraud  detection  and  social  risk 
 scoring,  human  feedback—from  both  data  workers  [12]  and  end  users—is  especially  needed  for  reliable  and  interpretable 
 decisions  around  subjective  constructs  like  toxicity.  I  want  to  study  (1)  how  to  make  human  feedback  on  these  models  safer 
 for data workers, and (2) how to make these systems more participatory for affected communities. 

 Question  (1)  emerges  from  my  work  on  scientific  infrastructure  for  sensitive  research,  through  which  I  observed 
 many  of  the  problems  experienced  by  researchers  may  be  amplified  in  data  work.  What  are  the  challenges  to  health  and 
 well-being  that  occur  when  people  are  tasked  with  enriching  data  for  generative  AI,  e.g.,  via  reinforcement  learning  from 
 human  feedback  (RLHF)?  And  how  might  approaches  to  mitigating  workplace  stress  translate  to  the  occupational  context  of 
 data  work?  With  respect  to  question  (2),  I  am  interested  in  addressing  core  problems  in  participatory  design  in  high-risk 
 systems  reliant  on  human  feedback.  How  do  we  give  affected  communities  a  meaningful  voice  in  how  these  systems  are 
 built,  without  placing  undue  burden  on  them?  Soliciting  feedback  from  all  members  of  an  affected  community  is  intractable; 
 but  how  can  we  achieve  representative  governance  in  a  community  of  people  whose  primary  commonality  is  having 
 experienced  the  same  type  of  harm?  I  will  start  by  blending  my  techniques  for  participatory  data  stewardship  [30]  with 
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 techniques  for  human-centered  machine  learning.  To  begin  this  work,  I  have  built  links  with  interested  partners  in  ML  and 
 AI: I co-led a series of workshops at 2023’s ACM CSCW and FAccT on community collaboration in computing  [16]  . 

 Digital  safety  in  women’s  health.  My  work  in  IPV  shows  digital  insecurity  contributes  to  structural  forms  of  gender-based 
 violence  that  can  have  short-  and  long-term  health  consequences  (e.g.,  trauma).  Digital  technologies’  erosion  of  privacy  also 
 prevents  vulnerable  people  from  seeking  care  and  participating  in  research:  limiting  their  inclusion  in  modern  biotechnology. 
 To me, these insights point to  digital safety as an  emerging health equity issue,  particularly in women’s  health. 

 Women’s  health  encompasses  not  only  individual  factors  like  gynecological,  maternal,  and  mental  health,  but  also 
 community-level  and  structural  factors,  like  interpersonal  violence,  reproductive  rights,  and  intersectionality.  I  also  consider 
 womanhood  to  be  inclusive  of  transgender  people.  With  this  theoretical  orientation,  I  want  to  explore  how  interlocking 
 forms  of  oppression  affect  women’s  trust  in  and  access  to  digital  health  systems,  and  how  the  threat  of  digital 
 insecurity  affects  their  health  outcomes  .  My  research  agenda  will  include  (1)  empirical  investigation  of  at-risk  populations’ 
 access  to  and  trust  in  digital  health;  (2)  systems  for  sociotechnical  safety  in  electronic  health  records  and  personal  health 
 apps;  and  (3)  design  principles  for  safely  and  equitably  building  technology  with  community  health  organizations.  For 
 example,  I  want  to  investigate:  Since  the  U.S.  Supreme  Court  overturned  federal  protection  for  abortion  access  in  2022,  has 
 there  been  a  chilling  effect  on  women  seeking  care  for  conditions  not  related  to  reproductive  wellness?  What  are  women’s 
 existing  security  practices  and  mental  models  around  their  health  data,  and  do  they  align  with  those  assumed  by  the  builders 
 of  EHRs  and  health  apps?  And  given  results  that  show  differential  privacy  disproportionately  harms  accuracy  for  minority 
 groups in a dataset  [3]  , what forms of privacy-enhancing  technologies would support women’s inclusion in research? 

 To  execute  this  line  of  work,  I  will  build  off  the  techniques  I  used  in  my  work  with  IPV  survivors.  I  will  begin  by 
 establishing  collaborations  with  health  organizations  serving  women  on  the  front  lines,  and  with  the  researchers  and  medical 
 practitioners  who  center  the  under-studied  health  issues  that  deeply  impact  women,  like  endometriosis.  Already  I  have  begun 
 to build this research area: with Dr. Mary L. Gray, I am investigating security and privacy in community health. 

 Conclusion 
 I  create  the  systems,  interventions,  and  design  principles  we  need  to  measure  and  mitigate  technology-mediated  harm, 
 towards  making  digital  technology  safe  and  affirming  for  everyone.  By  working  in  deep  collaborations  with  affected 
 communities,  I  demonstrate  how  technologists  can  positively  impact  safety  and  well-being  for  society’s  most  vulnerable.  I 
 have  made  field-leading  contributions  across  top-tier  venues  in  human-computer  interaction  and  computer  security  and 
 privacy;  informed  U.S.  federal  policy;  and  enabled  CETA  to  support  500+  IPV  survivors  since  2020.  Together,  my  research 
 activities  advance  equity  and  justice  in  computing  and  data  ,  paving  the  way  for  engineers,  policymakers,  and  affected 
 communities to work together towards brighter technological futures. 
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